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#### Abstract

In the present paper an overview of existing results on matrix transforms of summability and absolute summability domains of matrix methods by factorable matrices is presented. Under the notion "multiplicative matrix" we consider a lower triangular matrix $M=\left(m_{n k}\right)$, where $m_{n k}=r_{n} v_{k}$ with $r_{n}, v_{k} \in C$.
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## 1. INTRODUCTION

In this paper matrix transforms of sequence spaces by factorable matrices are investigated. Throughout in the present paper by $M$ we denote a factorable matrix; i.e., $M=\left(m_{n k}\right)$ is a lower triangular matrix, where,
$m_{n k}=r_{n} v_{k}, k \leq n ; r_{n}, v_{k} \in C$.
The set of all factorable matrices we denote by $F$. Also throughout this paper, we assume that indices and summation indices run from 0 to $\infty$ unless otherwise specified. Let $\omega$ be the set of all sequences with real or complex entries, $m \subset \omega$ the set of all bounded sequences, $c \subset m$ the set of all convergent sequences, $c_{0} \subset c$ the set of all null sequences,
$c s:=\left\{x=\left(x_{k}\right): \exists \lim _{n} \sum_{k=0}^{n} x_{k}\right\}$,
$l:=\left\{x=\left(x_{k}\right): \sum_{k=0}^{n}\left|x_{k}\right|<\infty\right\}$,
$b v:=\left\{x=\left(x_{k}\right):\left(\Delta x_{k}\right) \in l\right\}, \Delta x_{k}:=x_{k}-x_{k+1}$.
Moreover, let $A=\left(a_{n k}\right)$ be a matrix with real or complex entries and;
$A_{n} x:=\sum_{k} a_{n k} x_{x}, \quad A x:=\left(A_{n} x\right)$
for every $x=\left(x_{k}\right) \in \omega$. Let $X, Y$ be some subsets of $\omega$ and;
$X_{A}:=\left\{x=\left(x_{k}\right) \in \omega: A x \in X\right\}$,

[^0]$$
(X, Y):=\left\{A=\left(a_{n k}\right): A x \in Y \text { for every } x \in X\right\} .
$$

A matrix $A$ is called reversible if the infinite system of equations $z_{n}=A_{n} x$ has a unique solution for each sequence $\left(z_{n}\right) \in c$, and normal if $A$ is lower triangular with $a_{n n} \neq 0$. Necessary and sufficient conditions for $Y \subseteq X_{A} \quad$ if $\quad X, Y=c, c_{0}, c s, l, b v$ have been widely investigated; referring only to monographs [1], [12] [15] and [37], a good overview has been given also in [35]. Also the inclusion $X_{A} \subseteq Y_{B}$ for $X, Y=c, c_{0}, c s, l, b v$ ( $B$ is a matrix with real or complex entries) has been well investigated for reversible or normal $A$; see also [1], [12] - [15] and [37]. Necessary and sufficient conditions for a matrix $D \in\left(X_{A}, Y_{B}\right)$ if
$X, Y=c, c_{0}, c s, l, b v$ in case of reversible or normal $A$ have been presented, for example, in papers [2], [5][7], [10], [11], [36], and in textbook [1]. Often these necessary and sufficient conditions are difficult to check. Due to the simple structure, better controlled conditions can be obtained for a factorable matrix $M$. In this paper, we give an overview of the known results on matrix transformations by factorable matrices; we do not consider the topological properties of factorable matrices. Note that the topological properties of factorable matrices can be found, for example, from papers [16]-[26], [28], [29], [31-34] and [38].

The paper is organized as follows. In Section 2, some examples of factorable matrices have been introduced. In Section 3, the summability domain $c_{M}$ for $M \in F$ has been described. In Section 4, necessary and sufficient conditions for $l_{A} \subset c s_{M}$ and $l_{A} \subset l_{M}$ for a normal matrix $A$ have been presented. In Section 5, necessary and sufficient conditions for $M \in\left(c_{A}, c_{B}\right)$, if $A$ is the Cesàro method $C^{\alpha}$ of order $\alpha ; \alpha \in C ; \alpha \neq-1,-2, \ldots$, have been described.

## 2. SOME WELL-KNOWN SUMMABILITY METHODS DEFINED BY FACTORABLE MATRICES

First we introduce the class of normal factorable matrices.

Theorem 2.1 ([9], p. 2-3). A normal matrix $A=\left(a_{n k}\right)$ is factorable if and only if its inverse is bidiagonal.

Proof. Necessity. Let $A$ be a normal factorable matrix; i.e., $a_{n k}=r_{n} v_{k}$. Then it is easy to find that $A^{-1}=\left(a_{n k}^{-1}\right)$ is a normal matrix with;
$a_{n k}^{-1}=\left\{\begin{aligned} 1 / r_{n} v_{n} & \text { if } k=n, \\ -1 / r_{n-1} v_{n} & \text { if } k=n-1, \\ 0 & \text { otherwise. }\end{aligned}\right.$
Hence $A^{-1}$ is bidiagonal.
Sufficiency. Let $A$ be a normal matrix with a bidiagonal inverse $A^{-1}=\left(a_{n k}^{-1}\right)$; i.e.,
$a_{n n}^{-1}=\alpha_{n}, a_{n, n-1}^{-1}=\beta_{n-1}(n \geq 1)$,
$a_{n k}^{-1}=0$ for $0 \leq k<n-1$.
Then $a_{n n}=1 / \alpha_{n}$, and;
$a_{n, n-1} a_{n-1, n-1}^{-1}+a_{n n} a_{n, n-1}^{-1}=0$.
This implies;
$a_{n, n-1}=-\frac{\beta_{n-1}}{\alpha_{n-1} \alpha_{n}}$,
for $n \geq 1$. Now with the help of mathematical induction it is possible to show that;
$a_{n k}=(-1)^{n-k} \frac{\prod_{j=k+1}^{n} \beta_{j-1}}{\prod_{j=k}^{n} \alpha_{j}}$
$=(-1)^{n} \frac{\prod_{j=0}^{n-1} \beta_{j}}{\prod_{j=0}^{n} \alpha_{j}}(-1)^{k} \frac{\prod_{j=0}^{k-1} \alpha_{j}}{\prod_{j=0}^{k-1} \beta_{j}}$
for $k \leq n-1$ and $n \geq 1$. Thus $A$ is factorable.

Further we introduce some well-known matrix methods of summability, which are defined by factorable matrices.

### 2.1. A weighted Mean Method of Riesz ( $\mathbf{R}, \mathbf{p}_{\mathbf{k}}$ )

A summability method ( $R, p_{k}$ ) is defined by a lower triangular infinite matrix $A=\left(a_{n k}\right)$ with $a_{n k}=p_{k} / P_{n}$, where;

$$
p_{0}>0, p_{k} \geq 0 \text { and } P_{n}=\sum_{k=0}^{n} p_{k} .
$$

It is easy to see that $\left(R, p_{k}\right)$ is a special case of a factorable matrix obtained by setting $v_{k}=p_{k}$ and $r_{n}=1 / P_{n}$.

### 2.2. Method of Cesàro $\mathbf{C}^{1}$ of Order One

The method $C^{1}$ is a special case of $\left(R, p_{k}\right)$, where $p_{k}=1$; i.e., $C^{1}=\left(a_{n k}\right)$ is a lower triangular infinite matrix with,
$a_{n k}=\frac{1}{n+1} ; k \leq n$.

## 2.3. p-Cesàro Method (C,p) of Order One

$(C, p)$ is defined by a lower triangular infinite matrix $A=\left(a_{n k}\right)$ with (see [16], p.127),
$a_{n k}=\frac{1}{(n+1)^{p}} ; k \leq n, p>0$.
Indeed, setting $v_{k} \equiv 1$ and $r_{n}=1 /(n+1)^{p}$, we see that $(C, p)$ is factorable.

### 2.4. Generalized Cesàro Method (C,1,i) of Order One

( $C, 1, k$ ) is defined by a lower triangular infinite matrix $A=\left(a_{n k}\right)$ with (see [16], p.127-128),

$$
a_{n k}=\frac{1}{n+i} ; k \leq n, \quad i>0 .
$$

Taking $v_{k} \equiv 1$ and $r_{n}=1 / n+i$, we see that $(C, 1, i)$ is factorable.

### 2.5. H-J Generalized Hausdorff Matrices

Let ( $\lambda_{n}$ ) be a strictly increasing sequence of real numbers satisfying the properties,
$0 \leq \lambda_{0}<\lambda_{1}<\ldots<\lambda_{n}<\ldots$,
$\lim _{n} \lambda_{n}=\infty, \sum_{n=1}^{\infty} \frac{1}{\lambda_{n}}=\infty$.
Such a sequence $\left(\lambda_{n}\right)$ we shall call admissible. Let $\left(\mu_{n}\right)$ be a sequence of real numbers. The generalized Hausdorff matrix, shortly H-J matrix, is defined by $H=\left(h_{n k}\right)$,
$h_{n k}=\lambda_{k+1} \ldots \lambda_{n}\left[\mu_{k}, \ldots, \mu_{n}\right], \quad k \leq n$,
where [ ] is the divided difference defined by;
$\left[\mu_{k}, \mu_{k+1}\right]:=\frac{\mu_{k}-\mu_{k+1}}{\lambda_{k+1}-\lambda_{k}}$
and,
$\left[\mu_{k}, \ldots, \mu_{n}\right]:=\frac{\left[\mu_{k}, \ldots, \mu_{n-1}\right]-\left[\mu_{k+1}, \ldots, \mu_{n}\right]}{\lambda_{n}-\lambda_{k}}$,
with the understanding that the product $\lambda_{k+1} \ldots \lambda_{n}=1$ if $k=n$ (see [8-9]).

It has been shown in [9] that under certain conditions, a conservative (or regular) H-J matrix is factorable.

Let us remember that a matrix $A$ is said to be conservative if $A x \in c$ for every $x=\left(x_{n}\right) \in c$, and regular if $\lim _{n} A_{n} x=\lim _{n} x_{n}$ for every $x \in c$. It is known (see [8-9] that an H-J matrix is conservative if and only if there exists a function of bounded variation $\chi$ over $[0 ; 1]$, such that;

$$
\begin{equation*}
\int_{0}^{1}|d \chi(x)|<\infty \tag{2.2}
\end{equation*}
$$

where the integral is a Riemann-Stieltjes one. Moreover,

$$
\mu_{n}=\int_{0}^{1} x^{\lambda_{n}} d \chi(x)
$$

Theorem 2.2 ([9], p. 3-6). Let $H$ be a conservative $H$-J matrix with $\lambda_{0}=0$. Then $H$ is factorable if and only if;
$\mu_{n}=\frac{a}{\lambda_{n}+a}$, where $a=\frac{\mu_{1} \lambda_{1}}{1-\mu_{1}}$,
or $\mu_{0}=1, \mu_{n}=0$ for all $n>0$.

Theorem 2.3 ([9], p. 6-7). Let $H$ be a normal conservative $H-J$ matrix with $\lambda_{0}>0$. Then $H$ is factorable if and only if;

$$
\mu_{n}=\frac{\mu_{0} b}{\lambda_{n}-\lambda_{0}+b}, \text { where } a=\frac{\mu_{1}\left(\lambda_{1}-\lambda_{0}\right)}{\mu_{0}-\mu_{1}}>\lambda_{0}
$$

### 2.6. E-J Matrices

E-J matrix is defined by $E^{(\alpha)}=\left(e_{n k}^{(\alpha)}\right)$, where (see [8-9];

$$
\begin{aligned}
& e_{n k}^{(\alpha)}=\binom{n+\alpha}{n-k} \Delta^{n-k} \mu_{k}, \quad \alpha>0 \\
& \Delta \mu_{k}=\mu_{k}-\mu_{k+1} \text { and } \Delta^{n+1} \mu_{k}=\Delta\left(\Delta^{n} \mu_{k}\right) .
\end{aligned}
$$

Necessary and sufficient condition for an E-J matrix to be conservative is the existence of a function of bounded variation $\chi$ over $[0 ; 1]$, such that (2.2) is satisfied. For the E-J matrices the diagonal entries take the form ([9], p.7),

$$
e_{n n}^{(\alpha)}=\int_{0}^{1} x^{n+\alpha} d \chi(x)
$$

It is easy to see that the E-J matrix is the special case of the $\mathrm{H}-\mathrm{J}$ matrix with $\lambda_{n}=n+\alpha$.

Theorem 2.4 ([9], p. 6-7). Let $E^{(\alpha)}=\left(e_{n k}^{(\alpha)}\right)$ be a normal conservative $E-J$ matrix. Then $E^{(\alpha)}$ is factorable if and only if;

$$
e_{n n}^{(\alpha)}=\frac{\mu_{0} c}{n+c}, \text { where } c=\frac{\mu_{1}}{\mu_{0}-\mu_{1}} .
$$

## 3. SUMMABILITY DOMAINS OF FACTORABLE MATRICES

In this section we consider factorable matrices with nonnegative entries; i.e., we consider the subset $F^{+} \subset F$ defined as follows:

$$
F^{+}:=\left\{M=\left(r_{n} v_{k}\right) \in F: v_{0}, r_{n}>0, v_{k} \geq 0, k=1,2, \ldots\right\} .
$$

We describe the summability domains of $\quad M \in F^{+}$ via $\left(R, p_{k}\right)$. For this purpose for each factorable matrix $M=\left(r_{n} v_{k}\right) \in F$ we use its associated Riesz matrix ( $R, v_{k}$ ).

First we present some auxiliary notions and results.

Lemma 3.1 ([13], Theorem 2.3.7 or [35], Propositions 11 and 23). A matrix $A=\left(a_{n k}\right)$ is conservative if and only if;
there exist finite limits $\lim _{n} a_{n k}:=s_{k}$,
there exist finite limits $\lim _{n} \sum_{k} a_{n k}:=t$,

$$
\sum_{k}\left|a_{n k}\right|=O(1)
$$

A matrix $A$ is regular if and only if conditions (3.1) (3.3) are satisfied and $s_{k} \equiv 0, t=0$. A matrix $A$ is regular for $c_{0}$ if and only if conditions (3.1) and (3.3) are satisfied and $s_{k} \equiv 0$.

A matrix $A=\left(a_{n k}\right)$ is said to be coercive if $m \subset c_{A}$.
Lemma 3.2 ([13], Theorem 2.4.1 or [35], Proposition 10). A matrix $A=\left(a_{n k}\right)$ is coercive if and only if conditions (3.1) and (3.3) are fulfilled and

$$
\lim _{n} \sum_{k}\left|a_{n k}-s_{k}\right|=0
$$

Lemma 3.3 ([13], p. 51). A coercive matrix cannot be regular.

From Lemma 3.1 it is easy to conclude that $M \in F^{+}$is conservative if and only if there exist the finite limits;

$$
\lim _{n} r_{n}:=r, \quad \lim _{n} r_{n} V_{n}:=q ; V_{n}:=\sum_{k=0}^{n} v_{k},
$$

and $M \in F^{+}$is regular if $r=0$ and $q=1$.
A conservative matrix $A=\left(a_{n k}\right)$ is said to be coregular if;
$\rho(A):=\lim _{n} \sum_{k} a_{n k}-\sum_{k} \lim _{n} a_{n k} \neq 0$,
and conull if $\rho(A)=0$.

Lemma 3.4 A conservative matrix $M=\left(r_{n} v_{k}\right) \in F^{+}$ is coregular if and only if $r=0$ and $q \neq 0$.

Proof. Necessity. Let $r=0$ and $q \neq 0$. Then obviously $\rho(M) \neq 0$.

Sufficiency. Let $\rho(M) \neq 0$. Then;

$$
\lim _{n} r_{n} V_{n} \neq \sum_{k}\left(\lim _{n} r_{n}\right) v_{k}
$$

or

$$
\begin{equation*}
\lim _{n} r_{n} V_{n} \neq r \lim _{n} V_{n} \tag{3.3}
\end{equation*}
$$

If $r \neq 0$, then there exists the finite limit $\lim _{n} V_{n}$, since, due to conservativity of $M, \lim _{n} r_{n} V_{n}$ exists. Hence, $\lim _{n} r_{n} V_{n}=r \lim _{n} V_{n}$, which is in contradiction with (3.3). Thus $r=0$ and $q=\lim _{n} r_{n} V_{n} \neq 0$.

We note that Lemma 3.4 was given in [27] without proof.

Theorem 3.5 ([38], p. 380). A conservative matrix $M=\left(r_{n} v_{k}\right) \in F^{+}$is either coregular or coercive.

Proof. If $q=\lim _{n} r_{n} V_{n}=0$, then,
$r_{n}=r_{n} V_{n} \cdot \frac{1}{V_{n}} \leq r_{n} V_{n} \cdot \frac{1}{V_{0}} \rightarrow 0$.
This implies that $M$ is coercive.
If $q=\lim _{n} r_{n} V_{n} \neq 0$ and $r=\lim _{n} r_{n}=0$, then $M$ is coregular by Lemma 3.4. If $q \neq 0$ and $r \neq 0$, then $\lim _{n} V_{n}:=V<\infty$. Hence $\quad \lim _{n}\left(r_{n}-r\right) V_{n}=0 \cdot V=0$. Therefore $M$ is coercive by Lemma 3.2.

Theorem 3.6 ([38], p. 380-381). Let $M=\left(r_{n} v_{k}\right) \in F^{+}$be conservative. Then the following assertions hold:
(i) $\quad c_{\left(R, v_{k}\right)} \subset c_{M}$ and;

$$
\begin{equation*}
\lim _{n} M_{n} x=q \lim _{n}\left(R, v_{k}\right)_{n} x \tag{3.4}
\end{equation*}
$$

for every $x \in c_{\left(R, v_{k}\right)}$.
(ii) If $v_{k} \neq 0$ for infinite numbers of indices $k$, then $c_{M} \subset c_{\left(R, v_{k}\right)}$ if and only if $q \neq 0$.

Proof. (i) As $M$ is conservative and,

$$
\begin{equation*}
M_{n} x=r_{n} \sum_{k=0}^{n} v_{k} x_{k}=r_{n} V_{n} \cdot \frac{1}{V_{n}} \sum_{k=0}^{n} v_{k} x_{k}=r_{n} V_{n}\left(R, v_{k}\right)_{n} x \tag{3.5}
\end{equation*}
$$

for every $x \in c_{\left(R, v_{k}\right)}$, then $x \in c_{M}$. Moreover, relation (3.4) holds for every $x \in c_{\left(R, v_{k}\right)}$ by (3.5).
(ii)

If $q=\lim _{n} r_{n} V_{n} \neq 0$, then the inclusion $c_{M} \subset c_{\left(R, v_{k}\right)}$ follows from (3.5). Assume that $q=0$. We show that then $c_{M} \not \subset c_{\left(R, v_{k}\right)}$. Let $\left(n_{i}\right)(i \in N)$ be the set of indices, such that $v_{n_{i}} \neq 0$ and $v_{n}=0$ for $n \notin\left(n_{i}\right)$. Let;

$$
k_{i}:=\min \left\{n_{i} \leq \tau<n_{i+1}: r_{\tau}=\max \left\{r_{k}: n_{i} \leq k<n_{i+1}\right\}\right\} .
$$

Now we define inductively a sequence $\bar{x}=\left(x_{n}\right) \in c_{M}$ by setting $x_{0}:=1$ and;
$x_{n}:=\left\{\begin{array}{l}\frac{1}{v_{n}}\left(\sqrt{\frac{V_{k_{i}}}{r_{k_{i}}}}-\sum_{k=0}^{n-1} v_{k} x_{k}\right) \text { if } n=n_{i} \text { for some } i \in N, \\ 0 \\ \text { if } n \notin\left\{n_{i}: i \in N\right\} .\end{array}\right.$
Then we obtain,

$$
\begin{equation*}
M_{n_{i}} \bar{x}=r_{n_{i}}\left(\sqrt{\frac{V_{k_{i}}}{r_{k_{i}}}}-\sum_{k=0}^{n_{i}-1} v_{k} x_{k}+\sum_{k=0}^{n_{i}-1} v_{k} x_{k}\right)=\frac{r_{n_{i}}}{r_{k_{i}}} \sqrt{V_{k_{i}} r_{k_{i}}} \tag{3.6}
\end{equation*}
$$

for every $i \in N$. As $\lim _{n} r_{n} V_{n}=0$ and $V_{n} \geq v_{0}>0$, then $r=0$. This implies $r_{n_{i}} / r_{k_{i}}=O(1)$, since $r_{n}>0$. Hence $\lim _{i} M_{n_{i}} \bar{x}=0$ by (3.6). For $n_{i}<n<n_{i+1}$ we have;
$M_{n} \bar{x}=r_{n_{i}} \sum_{k=0}^{n_{i}} v_{k} x_{k}=\frac{r_{n}}{r_{n_{i}}} M_{n_{i}} \bar{x}=\frac{r_{n}}{r_{n_{i}}} \frac{r_{n_{i}}}{r_{k_{i}}} \sqrt{V_{k_{i}} r_{k_{i}}}=\frac{r_{n}}{r_{k_{i}}} \sqrt{V_{k_{i}} r_{k_{i}}}$.
Consequently $\lim _{i} M_{n} \bar{x}=0$. On the other hand,

$$
\left(R, v_{k}\right)_{k_{i}} \bar{x}=\frac{1}{V_{k_{i}} r_{k_{i}}} \cdot \frac{r_{k_{i}}}{r_{k_{i}}} \sqrt{V_{k_{i}} r_{k_{i}}}=\frac{1}{\sqrt{V_{k_{i}} r_{k_{i}}}},
$$

by (3.5). Therefore $\lim _{n}\left(R, v_{k}\right)_{k_{i}} \bar{x}=\infty$; i.e., $\bar{x} \notin c_{\left(R, v_{k}\right)}$. So $c_{M} \not \subset c_{\left(R, v_{k}\right)}$.

As $r=0$ and $q=1$ for a regular method $M=\left(r_{n} v_{k}\right) \in F^{+}$, then from Theorem 3.6 we immediately obtain the following result.

Corollary 3.7. Let $M=\left(r_{n} v_{k}\right) \in F^{+}$be regular and $v_{k} \neq 0$ for infinite numbers of indices $k$. Then $c_{M}=c_{\left(R, v_{k}\right)}$.

Theorem 3.8 ([38], p. 381). Let $M=\left(r_{n} v_{k}\right) \in F^{+}$be conservative. Then the following statements hold:
(i) If $M$ is coregular, then $\left(R, v_{k}\right)$ is regular.
(ii) If $\left(R, v_{k}\right)$ is regular, then $M$ is regular for $c_{0}$.

Proof. (i) As $r=0, q \neq 0$ and,
$V_{n}=r_{n} V_{n} \cdot \frac{1}{r_{n}}$,
then $\lim _{n} V_{n}=\infty$; i.e., $\left(R, v_{k}\right)$ is regular.
(ii) As $\lim _{n} V_{n}$ and $M$ is conservative, then we obtain $r=\lim _{n} r_{n}=\lim _{n} \frac{1}{V_{n}} \cdot \lim _{n} r_{n} V_{n}=0$; i.e., $M$ is regular for $c_{0}$.

Theorem 3.9 (cf. [38], Proposition 2.5). Let $M=\left(r_{n} v_{k}\right) \in F^{+}$be conservative. Then the following statements hold:
(i) If $\left(R, v_{k}\right)$ is coercive, then $M$ is regular coercive.
(ii) If $r \neq 0$, then $\left(R, v_{k}\right)$ is coercive.
(iii) If $r=0$, then $\left(R, v_{k}\right)$ can be both either coercive or regular.

Proof. (i) As $V=\lim _{n} V_{n}=\infty$ for regular ( $R, v_{k}$ ) and coercive $\left(R, v_{k}\right)$ cannot be regular by Lemma 3.3, then $V<\infty$ for coercive $\left(R, v_{k}\right)$. This implies that;

$$
\begin{equation*}
\lim _{n}\left(r_{n}-r\right) V_{n}=0 \cdot V=0 \tag{3.7}
\end{equation*}
$$

Hence, $M$ is coercive by Lemma 3.2.
(ii) As $M$ is conservative, then there exists the limit $q=\lim _{n} r_{n} V_{n}<\infty$ by Lemma 3.1. Therefore, due to $r \neq 0$ and $v_{0}>0, v_{k} \geq 0$, we obtain that there exists the limit $V=\lim _{n} V_{n}$ with $0 \neq V<\infty$. This implies the existence of the finite limit $\lim _{n} \frac{1}{V_{n}}=\frac{1}{V}$. Hence (3.7) is fulfilled for $r_{n}=1 / V_{n}$. Consequently $\left(R, v_{k}\right)$ is coercive by Lemma 3.2.
(iii) Let $r_{n}:=1 /(n+1)^{2}$. If $V<\infty$, then both $M$ and $\left(R, v_{k}\right)$ are coercive. If, for example, $v_{k} \equiv 1$, then $M$ is coercive and ( $R, v_{k}$ ) is regular.

Remark 3.10. From the proof of Theorem 3.9, we can conclude that the assumption of coercivity of $M$ in Proposition 2.5 of [38] is redundant.

Now we describe conservative matrices which are stronger than a given factorable matrix. We remember that a matrix $B$ is said to be stronger than matrix $A$ if $c_{A} \subset c_{B}$.

Theorem 3.11 ([38], Theorem 2.7). Let $M=\left(r_{n} v_{k}\right) \in F^{+}$be coregular with $v_{k}>0$. Then a conservative matrix $B$ is stronger than $M$ if and only if;
(i) $\left(\frac{b_{n k}}{v_{k}}\right) \in c_{0}$ for every $n$,
(ii) $\quad \sum_{k} V_{k}\left|\frac{b_{n k}}{v_{k}}-\frac{b_{n, k+1}}{v_{k+1}}\right|=O(1)$.

Proof. (i) Using Theorem 3.8 (i) we obtain that $\left(R, v_{k}\right)$ is regular. In addition, $c_{M}=c_{\left(R, v_{k}\right)}$ by Theorem 3.6. Now the assertion of the theorem follows from Theorem 3.2.8 of [13].

From Theorem 3.11 and Corollary 3.2.10 of [13] we immediately get the following result.

Corollary 3.12 (cf. with Theorem 1 from [27]). Let $M=\left(r_{n} v_{k}\right) \in F^{+}$be coregular with $v_{k}>0$. Then $c_{M}=c$ if and only if $\left(V_{n} / v_{n}\right) \in m$.

Further we describe the summability domains of $M \in F^{+}$via $C^{1}$. For doing it, we need some notions and auxiliary results. We remember that matrices $A$ and $B$ are said to be consistent if $\lim _{n} B_{n} x=\lim _{n} A_{n} x$ for every $x \in c_{A} \cap c_{B}$.

Lemma 3.13 ([13], Theorem 2.6.2). Let $A$ be a normal matrix and $B$ a triangular matrix. Then $B$ is stronger than and consistent with $A$ if and only if $C=B A^{-1}$ is regular.

Theorem 3.14 (cf. [30], Theorem 2.1). Let $M=\left(r_{n} v_{k}\right) \in F^{+}$be a regular normal matrix, where the sequence $\left(v_{k}\right)$ is monotone and;
$m<(n+1) r_{n} v_{n}<M$,
for some positive constants $m$ and $M$. Then $c_{M}=c_{C^{1}}$, and $M$ and $C^{1}$ are consistent.

Proof. First we show that $c_{C^{1}} \subset c_{M}$. Let $C^{-1}=\left(c_{n k}\right)$ be the inverse matrix of $C^{1}$. Then with the help of (2.1) we obtain;
$c_{n k}=\left\{\begin{aligned} n+1 & \text { if } n=k, \\ -(n+1) & \text { if } k=k+1, \\ 0 & \text { otherwise } .\end{aligned}\right.$
Let $D=M C^{-1}:=\left(d_{n k}\right)$. Then for $k<n$ we have,
$d_{n k}=\sum_{j=k}^{n} r_{n} v_{j} c_{j k}=(k+1) r_{n}\left(v_{k}-v_{k+1}\right)$,
$d_{n n}=(n+1) r_{n} v_{n}$ and $d_{n k}=0$ for $k>n$.
Therefore $\lim _{n} d_{n k}=0$, since $r=0$ by Lemma 3.1.
Assume that $\left(v_{k}\right)$ is non-increasing. Then,

$$
\begin{aligned}
& \sum_{k=0}^{n}\left|d_{n k}\right|=\sum_{k=0}^{n} d_{n k}=(n+1) r_{n} v_{n}+r_{n} \sum_{k=0}^{n}(k+1)\left(v_{k}-v_{k+1}\right) \\
& =(n+1) r_{n} v_{n}+r_{n}\left[\sum_{k=0}^{n-1}(k+1) v_{k}-\sum_{k=0}^{n-1}(k+1) v_{k+1}\right] \\
& =(n+1) r_{n} v_{n}+r_{n}\left[v_{0}-n v_{n}+\sum_{k=0}^{n-1}\left((k+1) v_{k}-k v_{k}\right)\right] \\
& =r_{n} v_{n}+r_{n} v_{0}+r_{n} \sum_{k=0}^{n-1} v_{k}=r_{n} v_{0}+r_{n} V_{n} .
\end{aligned}
$$

This implies by Lemma 3.1 that $D$ is regular, since $q=1$ and $r=0$ by the regularity of $M$.

Assume that $\left(v_{k}\right)$ is non-decreasing. Then,

$$
\sum_{k=0}^{n}\left|d_{n k}\right|=(n+1) r_{n} v_{n}+r_{n} \sum_{k=0}^{n}(k+1)\left(v_{k+1}-v_{k}\right)
$$

$$
=(n+1) r_{n} v_{n}+r_{n}\left[\sum_{k=0}^{n-1}(k+1) v_{k+1}-\sum_{k=0}^{n-1}(k+1) v_{k}\right]
$$

$=(n+1) r_{n} v_{n}+r_{n} n v_{n}-r_{n} v_{0}+r_{n} \sum_{k=0}^{n-1}\left(k v_{k}-(k+1) v_{k}\right)$
$O(1)+o(1)-r_{n} \sum_{k=0}^{n-1} v_{k}=O(1)$.
As,
$D e=M C^{-1} e=M e ; e=(1,1, \ldots)$
and $M$ is regular, then $\lim _{n} D_{n} e=1$ by Lemma 3.1. Hence D is regular by Lemma 3.1. Therefore $c_{C^{1}} \subset c_{M}$ by Lemma 3.13.

For showing $c_{M} \subset c_{C^{1}}$ it is sufficient to prove that $D^{-1}$ is regular. The proof of this statement we refer to [30], p. 589 -591. Thus, by Lemma 3.13, $c_{M}=c_{C^{1}}$, and $M$ and $C^{1}$ are consistent.

## 4. INCLUSION THEOREMS

In this section we study the transformations of absolute summability domains of normal matrices by factorable matrices. Let;

$$
\begin{aligned}
F_{v}^{c s} & :=\left\{M \in F:\left(r_{n}\right) \in c s\right\}, \\
F_{v}^{l} & :=\left\{M \in F:\left(r_{n}\right) \in l\right\},
\end{aligned}
$$

for a given sequence $v=\left(v_{k}\right)$.
Lemma 4.1 ([3], p. 405). Let A be a normal matrix, where $e^{0}=(1,0,0, \ldots) \in l_{A}$.
(i) If $l_{A} \subset c s_{M}$ for $M \in F$, then $\left(r_{n}\right) \in c s$.
(ii) If $l_{A} \subset l_{M}$ for $M \in F$, then $\left(r_{n}\right) \in l$.

Proof follows from the equality $M_{n} e^{0} \in r_{n} v_{0}$.
Theorem 4.2 ([3], Theorem 2.2). Let $A=\left(a_{n k}\right)$ be a normal matrix and $A^{-1}=\left(c_{n k}\right)$ its inverse matrix. Then $l_{A} \subset l_{M}$ for every $M \in F_{v}^{l}$ if and only if;
$\sum_{n=l}^{m} v_{n} c_{n l}=O(1)$.
Proof. For every $x=\left(x_{k}\right) \in l_{A}$ we can write;
$x_{k}=\sum_{n=l}^{k} c_{k l} z_{l}$,
where $z_{l}=A_{l} x$. Therefore for $M \in F$ and for every $x \in l_{A}$ we obtain;

$$
\begin{equation*}
M_{n} x=r_{n} L_{n}(z), \tag{4.2}
\end{equation*}
$$

where,
$L_{n}(z):=\sum_{l=0}^{n}\left(\sum_{k=l}^{n} v_{k} c_{k l}\right) z_{l}$.
As $A$ is normal, then for every $z=\left(z_{l}\right) \in l$ there exists $x \in l_{A}$ such that $A_{l} x=z_{l}$. This implies by (4.2) that $M x \in l$ for each $M \in F_{v}^{l}$ and each $x \in l_{A}$ if and only if $\left(r_{n} L_{n}(z)\right) \in l$ for every $\left(r_{n}\right) \in l$. The relation $\left(r_{n} L_{n}(z)\right) \in l$ holds if and only if;
$L_{n}(z)=O_{z}(1)$
for each $z \in l$. As;
$L_{n}(z)=\sum_{l=0}^{n} g_{n l} z_{l}$, where $g_{n l}=\sum_{k=l}^{n} v_{k} c_{k l}$,
for every $z \in l$, then (4.3) holds for every $z \in l$ if and only if $G=\left(g_{n k}\right)$ is a transform from $/$ into $m$. By Proposition 6 of [35], $G$ transforms / into $m$ if and only if condition (4.1) is fulfilled.

Theorem 4.3. Let $A=\left(a_{n k}\right)$ be a normal matrix and $A^{-1}=\left(c_{n k}\right)$ its inverse matrix. Then $l_{A} \subset c s_{M}$ for every $M \in F_{v}^{c s}$ if and only if;

$$
\begin{equation*}
\sum_{n=l}^{\infty}\left|v_{n} c_{n l}\right|=O(1) \tag{4.4}
\end{equation*}
$$

Proof. For the proof we refer to Theorem 2.3 from [3].

We note that (4.1) follows from (4.4). Hence from Theorems 4.2 and 4.3 we obtain immediately the following corollary.

Corollary 4.4. Let $A=\left(a_{n k}\right)$ be a normal matrix and $v=\left(v_{k}\right)$ a sequence of complex numbers. If $l_{A} \subset c s_{M}$ for every $M \in F_{v}^{c s}$, then $l_{A} \subset l_{M}$ for every $M \in F_{v}^{l}$.

From Theorems 4.2 and 4.3 we also obtain immediately the following result.

Corollary 4.5. Let $A=\left(a_{n k}\right)$ be a normal matrix and $v=\left(v_{k}\right)$ a sequence of complex numbers. If $l_{A} \subset c s_{M}$ for every $M \in F_{v}^{c s}$ or $l_{A} \subset l_{M}$ for every $M \in F_{v}^{l}$, then;
$v_{n} c_{n n}=O(1)$.

Now we consider the special case if $A$ is the series-to-series Cesàro matrix $C^{\alpha}$, where $\alpha \in C$ and $\alpha \neq-1,-2, \ldots$; i.e., $C^{\alpha}=\left(a_{n k}\right)$ is a lower triangular matrix with (see [12], p. 84);
$a_{n k}=\frac{k A_{n-k}^{\alpha-1}}{n A_{n}^{\alpha}}$,
for $k \leq n$, where $A_{n}^{\alpha}=\binom{n+\alpha}{n}$ are Cesàro numbers. The inverse matrix $A^{-1}=\left(c_{n k}\right)$ of $C^{\alpha}$ is the lower triangular matrix with (see [12], p. 86),
$c_{n k}=\frac{k A_{k}^{\alpha} A_{n-k}^{-\alpha-1}}{n}$,
for $k \leq n$. To prove next results, the following properties of Cesàro numbers are necessary (see [12], p. 77-81):

$$
\begin{align*}
& A_{0}^{-1}=1 ; A_{n}^{-1}=0 \text { for } n \geq 1,  \tag{4.6}\\
& \left|A_{n}^{\alpha}\right| \leq K_{1}(n+1)^{\operatorname{Re} \alpha} \text { for } \alpha \in C, K_{1}>0,  \tag{4.7}\\
& \left|A_{n}^{\alpha}\right| \geq K_{2}(n+1)^{\operatorname{Re} \alpha} \text { for } \alpha \in C, \alpha \neq-1,-2, \ldots ; K_{2}>0 . \tag{4.8}
\end{align*}
$$

We see that $e^{0} \in l_{C^{\alpha}}$, since $C_{n}^{\alpha} e^{0}=a_{n 0}$ and $a_{00}=1$, $a_{n 0}=0$ for $n \geq 1$. Hence from Lemma 4.1 we immediately obtain:

Corollary 4.6. Let $\alpha \in C, \alpha \neq-1,-2, \ldots$.
(i) If $l_{C^{\alpha}} \subset c s_{M}$ for $M \in F$, then $\left(r_{n}\right) \in c s$.
(ii) If $l_{C^{\alpha}} \subset l_{M}$ for $M \in F$, then $\left(r_{n}\right) \in l$.

Using Theorem 4.2 we prove the following statement.

Proposition 4.7 ([3], Proposition 3.2). Let $\alpha \in C$ with $\operatorname{Re} \alpha>0$ or $\alpha=0$, and $v=\left(v_{k}\right)$ be defined by $v_{k}=1 / A_{k}^{t}, \quad t \in C$. Then $l_{C^{\alpha}} \subset c s_{M}$ for every $M \in F_{v}^{c s}$ if and only if $\operatorname{Re} \alpha \leq \operatorname{Re} t$.

Proof. Condition (4.4) we can rewrite as follows:

$$
\begin{equation*}
T_{l}:=l A_{l}^{\alpha} \sum_{n=l}^{\infty}\left|\frac{A_{n-l}^{-\alpha-1}}{n A_{n}^{t}}\right|=O(1) . \tag{4.9}
\end{equation*}
$$

Since $A_{l}^{0}=1$, then (4.8) for $\alpha=0$ is equivalent to the condition;

$$
\begin{equation*}
\frac{1}{A_{k}^{t}}=O(1) \tag{4.10}
\end{equation*}
$$

by (4.6). Conditions (4.7) and (4.8) imply that (4.10) is fulfilled if and only if $\operatorname{Re} t \geq 0$.

Let now $\operatorname{Re} \alpha>0$. Using (4.6) we obtain that (4.5) can be presented as;

$$
\begin{equation*}
\left|\frac{A_{l}^{\alpha}}{A_{l}^{t}}\right|=O(1) . \tag{4.11}
\end{equation*}
$$

Condition (4.11) holds by (4.7) and (4.8) if and only if $\operatorname{Re} \alpha \leq \operatorname{Re} t$. With the help of (4.7) and (4.8) we get for $\operatorname{Re} \alpha \leq \operatorname{Re} t$ that;

$$
\begin{aligned}
& T_{l}=O(1)(l+1)^{\operatorname{Re} \alpha+1} \sum_{n=l}^{\infty} \frac{(n-l+1)^{-\operatorname{Re} \alpha-1}}{(n+l+1)^{\operatorname{Re} t+1}} \\
& =O(1)(l+1)^{\operatorname{Re} \alpha+1} \sum_{n=0}^{\infty} \frac{1}{(n+1)^{\operatorname{Re} \alpha+1}(n+l+1)^{\operatorname{Re} t+1}} \\
& =O(1)(l+1)^{\operatorname{Re}(\alpha-t)} \sum_{n=0}^{\infty} \frac{1}{(n+1)^{\operatorname{Re} \alpha+1}\left(\frac{n}{l+1}+1\right)^{\operatorname{Re} t+1}}
\end{aligned}
$$

$$
=O(1) \sum_{n=0}^{\infty} \frac{1}{(n+1)^{\operatorname{Re} \alpha+1}}=O(1)
$$

Thus, $l_{C^{\alpha}} \subset c s_{M}$ by Theorem 4.2.

Proposition 4.8. Let $\alpha \in C$ with $\operatorname{Re} \alpha>0$ or $\alpha=0$, and $v=\left(v_{k}\right)$ be defined by $v_{k}=1 / A_{k}^{t}, t \in C$. Then $l_{C^{\alpha}} \subset l_{M}$ for every $M \in F_{v}^{l}$ if and only if $\operatorname{Re} \alpha \leq \operatorname{Re} t$.

Proof. For the proof we refer to Proposition 3.3 from [3].

## 5. MATRIX TRANSFORMS FROM $c_{A}$ INTO $c_{B}$ BY FACTORABLE MATRICES

In this section we consider matrix transforms from $c_{A}$ into $c_{B}$ for certain matrices $A$ and $B$.

Proposition 5.1 ([4], Proposition 3.1). Let $A=\left(a_{n k}\right)$ be a matrix with $e^{0} \in c_{A}, \quad B=\left(b_{n k}\right)$ an arbitrary matrix with real or complex entries and $M \in F$. If $M \in\left(c_{A}, c_{B}\right)$, then $\left(r_{n}\right) \in c_{B}$.

Proof follows from the equality $M_{n} e^{0}=r_{n} v_{0}$.
Theorem ([4], Theorem 3.2). Let $A=\left(a_{n k}\right), B=\left(b_{n k}\right)$ be matrices with real or complex entries, $M \in F$ and $B^{t}=\left(b_{s n}^{t}\right)$ a matrix defined by the relation $b_{s n}^{t}=b_{s n} r_{n}$. Then $M \in\left(c_{A}, c_{B}\right)$ if;
$\left(v_{k} x_{k}\right) \in c s$ for each $x \in c_{A}$,
$B^{t}$ is conservative.
Proof follows from the relation;
$\sum_{n} b_{s n} M_{n} x=\sum_{n} b_{s n}^{t} \sum_{k=0}^{n} v_{k} x_{k}$,
for each $x \in c_{A}$.
We say that a matrix $A$ is series-to-sequence conservative (shortly, $\mathrm{Sr}-\mathrm{Sq}$ conservative) if $A x \in c$ for every $x \in c s$, and series-to-sequence regular (shortly, Sr -Sq regular) if;
$\lim _{n} A_{n} x=\lim _{n} \sum_{k=0}^{n} x_{k}$,
for every $x \in c s$.
Proposition 5.3 ([4], Proposition 3.3). Let $B=\left(b_{n k}\right)$ be Sr -Sq regular, where $b_{n k}>0$ for all $n$ and $k$, and $\left(r_{n}\right)$ a sequence of complex numbers. Then condition (5.2) holds if and only if $\left(r_{n}\right) \in l$.

Proof. Necessity. Let $B^{t}$ is conservative. Then by Lemma 3.1,

$$
\begin{equation*}
T_{s}:=\sum_{n}\left|b_{s n} r_{n}\right|=\sum_{n} b_{s n}\left|r_{n}\right|=O(1) . \tag{5.3}
\end{equation*}
$$

If $\left(r_{n}\right) \notin l$, then (see [14], p. 92) $\lim _{s} T_{s}=\infty$;i.e., relation (5.3) does not hold. Thus $\left(r_{n}\right) \in l$.

Sufficiency. Assume that $\left(r_{n}\right) \in l$. We prove that all conditions of Lemma 3.1 hold for $A=B^{t}$. From the Sr Sq regularity of $B$ we obtain that $\left(r_{n}\right) \in c_{B}, \quad b_{n k}=O(1)$, and there exist the finite limits $\lim _{n} b_{n k}$ by Proposition 17 of [35]. Hence
$T_{s}=O(1) \sum_{n}\left|r_{n}\right|=O(1)$.
Consequently all conditions of Lemma 3.1 are fulfilled for $A=B^{t}$; i.e., condition (5.2) holds by Lemma 3.1.

Theorem 5.4 ([4], Theorem 3.4). Let $A=\left(a_{n k}\right), B=\left(b_{n k}\right)$ be matrices with real or complex entries, $l \in c_{B},\left(r_{n}\right) \in l$ and $M \in F$. Then $M \in\left(c_{A}, c_{B}\right)$ if condition (5.1) holds.

Proof. For each $x \in c_{A}$ we denote;
$S_{n}:=\sum_{k=0}^{n} v_{k} x_{k}$.
Since it follows from (5.1) that $\left(S_{n}\right) \in c$ for each $x \in c_{A}$, then $\left(S_{n}\right)$ is bounded for each $x \in c_{A}$. This implies;
$\sum_{n}\left|M_{n} x\right|=\sum_{n}\left|r_{n} S_{n}\right|=O(1) \sum_{n}\left|r_{n}\right|=O(1)$
for every $x \in c_{A}$. Hence, due to $l \in c_{B}, M \in\left(c_{A}, c_{B}\right)$.
Now we consider the special case if $A$ is the series-to-sequence Cesàro matrix $C^{\alpha}$, where $\alpha \in C$ and $\alpha \neq-1,-2, \ldots$; i.e., $C^{\alpha}=\left(a_{n k}\right)$ is a lower triangular matrix with (see [12], p. 76);
$a_{n k}=\frac{A_{n-k}^{\alpha}}{n A_{n}^{\alpha}}, k \leq n$.
Lemma 5.5 ([12], p. 192). Let $\alpha \in C$ with $\operatorname{Re} \alpha>0$ or $\alpha=0$, and $v=\left(v_{k}\right)$ is a sequence of complex numbers. Then $\left(v_{k} x_{k}\right) \in c s$ for every $\left(x_{k}\right) \in c_{C^{\alpha}}$ if and only if;
$v_{k}=O\left[(k+1)^{-\operatorname{Re} \alpha}\right]$,

$$
\begin{equation*}
\sum_{k}(k+1)^{\operatorname{Re} \alpha}\left|\Delta_{k}^{\alpha+1} v_{k}\right|=O(1) \tag{5.5}
\end{equation*}
$$

where,
$\Delta_{k}^{\alpha+1} v_{k}:=\sum_{n=k}^{\infty} A_{n-k}^{-\alpha-2} v_{n}$.
Further we also need the relation (see [12], p. 81)
$\sum_{n=k}^{\infty} \frac{A_{n-k}^{\alpha}}{A_{n}^{\beta}}=\frac{\beta}{\beta-\alpha-1} \cdot \frac{1}{A_{k}^{\beta-\alpha-1}}$
for $\operatorname{Re} \beta \geq 0, \operatorname{Re}(\beta-\alpha)>1, k=1,2, \ldots$.

Proposition 5.6 ([4], Theorem 4.1). Let $\alpha \in C$ with $\operatorname{Re} \alpha>0$ or $\alpha=0$ and $B=\left(b_{n k}\right)$ be a matrix with $l \in c_{B}$. Let $M \in F$ with $v_{k}:=1 / A_{k}^{t}, \quad t \in C, \operatorname{Re} t>0$ and $\left(r_{n}\right) \in l$. Then $M \in\left(c_{C^{\alpha}}, c_{B}\right)$ if $\operatorname{Re} \alpha \leq \operatorname{Re} t$.

Proof. It is sufficient to show by Theorem 5.4 that (5.1) is satisfied for $A=C^{\alpha}$ and $v_{k}=1 / A_{k}^{t}$. Using (4.8) and (5.6) we obtain;
$\sum_{k}(k+1)^{\operatorname{Re} \alpha}\left|\Delta_{k}^{\alpha+1} v_{k}\right|=\sum_{k}(k+1)^{\operatorname{Re} \alpha}\left|\sum_{n=k}^{\infty} \frac{A_{n-k}^{-\alpha-2}}{A_{n}^{t}}\right|$
$=\sum_{k}(k+1)^{\operatorname{Re} \alpha}\left|\frac{t}{t+\alpha+1} \cdot \frac{1}{A_{k}^{t+\alpha+1}}\right|$
$=O(1) \sum_{k} \frac{(k+1)^{\operatorname{Re} \alpha}}{(k+1)^{\operatorname{Re}(t+\alpha)+1}}=O(1) \sum_{k} \frac{1}{(k+1)^{\operatorname{Re}(t+1)}}=O(1)$;
i.e., condition (5.5) holds. Condition (5.4) also holds, because by (4.8) there exists $K>0$, such that;
$\left|\frac{1}{A_{k}^{t}}\right| \leq \frac{1}{K(k+1)^{\operatorname{Re} t}}=O(1)(k+1)^{-\mathrm{Re} t}=O(1)(k+1)^{-\mathrm{Re} \alpha}$.
Hence condition (5.1) holds by Lemma 5.5. Thus $M \in\left(c_{C^{\alpha}}, c_{B}\right)$ by Theorem 5.4.

Proposition 5.7. Let $\alpha \in C$ with $\operatorname{Re} \alpha>0$ or $\alpha=0$ and $B=\left(b_{n k}\right)$ be a matrix with $l \in c_{B}$. Let $M \in F$ with $v_{k}:=y^{k}, y \in C \quad$ and $\quad\left(r_{n}\right) \in l$. Then $M \in\left(c_{C^{\alpha}}, c_{B}\right)$ if $|y|<1$.

Proof. For the proof we refer to Theorem 4.2 from [4].
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