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ABSTRACT 

Cucumber is one of the major crops in Indian agrarian society, and it is affected by various 

diseases such as Downy Mildew. Monitoring the crop field's condition might help evade the 

disease, which is costly and time-consuming. Therefore, an economically intelligent farming 

system requires for disease monitoring. The grading of the disease can be recognized 

depending on the distribution of chlorophyll content in a leaf. However, previous grading 

techniques lead to an erroneous framework due to the inequitable statistics of real-time 

images' healthy and unhealthy pixel ordination. Hence, an optimized Deep Learning (DL) model 

is proposed according to the grading of the disease. The proposed DL model provides a 

training accuracy of 94.82% and a validation accuracy of 84.15%. The model also tested over 

300 leaves with different grades of diseases captured randomly in an uncontrolled 

environment, and was found to be 90% accurate, compared to over 69% by visual identification 

of experts. A decision support system built on the proposed technology's instantaneous image 

capture and prediction capabilities is a huge help to farmers and agriculturists in 

understanding the state of the field and responding to such circumstances. 
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1. Introduction 

Plant diseases in agro ecosystems occur due to the interaction between the host, the pathogen, and the 

environmental factors. Downy mildew is a harmful pathogen that lowers cucumber production and quality [1]. For 

disease management, preliminary information about the disease is required, as the infection process is influenced 

by multiple factors, where weather and plant growth play a significant role. Forecasting models to predict disease 

epidemics are available for decision-making, but require many interpretations before making strategic and 

management decisions. Disease monitoring to predict the stage of infection is essential for rational management. 

Nevertheless, disease assessment in the field is a cumbersome process and suffers from inaccuracy as grading is 

done on an arbitrary scale [2]. Wide variation in symptom expression, the difference in leaf age and structure, and 

variation in interaction lead to assessing a challenging task. All interactions cannot be addressed together; some 

information must be obtained before being used for disease assessment. Colour image statistical analysis is viable 

for identifying plant disease [3]. Chlorophyll fluorescence imaging can detect abiotic stresses in plants [4]. Pixel-

wise analysis of greenness in a leaf would identify the chlorophyll composition of a leaf [5, 6]. Prediction of such 

processes requires representation, processing, and information communication in agro ecosystems. Artificial 

intelligence-based technology is one of the effective and accurate solutions for this situation in a fast way. Transfer 

learning-based DL tools are helpful for quick and accurate representation from such complex systems. Real-time 

technology for recognizing the disease could help everyone avoid a considerable agricultural loss [7]. 

DL models are helpful for disease assessment, and more accurate disease grading could be a possibility for 

more precise treatment. A method was proposed where the diseased part of the leaf is segmented and the 

disease is recognized using a machine learning algorithm [8]. DL techniques are widely used to detect the 

infestation stage of plant leaves, analyzing a single leaf at a time [9]. DL systems are very effective in distinguishing 

between a healthy and diseased portion of a leaf [2, 10, 11]. Proper disease grading is needed for sustainable 

agricultural management. Thus, the computational disease grading process could be impactful for detecting 

disease states. Disease samples can be analyzed by segmentation of colour features and texture analysis and then 

classified by a classification algorithm [6]. Image processing based neural network was used to analyze maize seed 

quality assessment for automatic seed grading in real time [12].  

Previous literatures had given least momentous on non-linear weather parameters. Therefore, an intelligence-

based automated system might be a cost-efficient technology for sustainable farming. Jeong et al. proposed a 

deep neural network model to identify tomato leaf miner using tomato leaves captured from a real-world 

environment [13]. A deep learning algorithm proposed to identify, categorize, and forecast nutritional deficiencies 

based on symptoms seen in tomato plant leaves and fruits [14]. Features in cotton leaf images can be extracted 

using segmentation techniques and help to distinguish different groups according to the features by the machine 

learning algorithm [15]. A modified YOLOv5 deep learning model can localize and classify pests for better 

agricultural productivity [16]. A deep learning model was introduced to identify the disease in the banana plants 

and provide a decision for the farmers [17]. A CNN model was proposed, which could help identify the disease 

and support guiding disease control [18]. Nevertheless, accurate automatic disease recognition faces issues with 

real-time images for analysis. It is hard to distinguish disease components from the soil surface background due 

to pixel interdependency. A model depending on artificial intelligence could suggest a natural environment [19]. 

The CNN-based system could be preferred as it has a lot of potential in innovative farming systems [20].  

It was very challenging to classify the disease stage according to the chlorophyll. Various image processing 

techniques were applied to the affected or healthy leaves to develop a grading scale for downy mildew disease. 

However, only grading will not be guided toward a non-linear relationship of the pixel distribution. An intelligence-

based image analysis simulation tool is required to predict the state of the disease using its respective leaf image. 

So a deep learning tool can help to overcome the challenging task. However, only deep learning based techniques 

may not achieve accurate and precise results in the agricultural industry. A fine-tuned deep learning-based 

transfer learning model had a greater impact on agricultural pest recognition. The model could make a real-time 

disease management system. The deep learning model-based automated diagnosis online system is a valuable 

tool in detecting and identifying citrus diseases [21, 22]. Downy mildew in vineyards was quantified using an 

image-based approach [23]. A CNN-based computational or deep learning model could be beneficial in making a 
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real-time disease management system [24, 25]. Artificial Intelligence-based analysis of thermal images can 

improve the disease control system to determine downy mildew disease in grapevine [21].  

An automatic intelligent system is required to be one step toward developing an automated disease 

management system. This research proposed an analysis of downy mildew disease of cucumber using chlorophyll 

content availability on the leaf. However, it was observed that only a deep learning model could provide 

misleading issues for identifying downy mildew disease. So the operation of extracted features is also necessary to 

design such a tool. A modified deep learning model is proposed to detect cucumbers' disease stage, address the 

limitations, and provide precise and accurate results. A decision support system was also developed to diagnose 

the affected plant according to the forecasting of the disease stage.  

2. Materials and Methods 

2.1. Dataset Discussion and Preparation 

Our proposed technology could omit all the obstacles and provide a decision very quickly. A large number of 

datasets is required to develop the technology. We have collected more than 1500 leaf images from the 

Chasarhati farmer's field in Kalyani-741235, India. The 600 images were also collected from the rooftop garden at 

Kalyani Government Engineering College, Kalyani-741235, India. All disease severity contains 300 images per stage 

to develop the framework. It is very challenging to develop a large and rich dataset for analysis of the disease, as 

the disease depends on environmental factors. So it was tough to collect a dataset of various grades of the 

disease in one season. There were different factors for the disease activity and variable levels of this disease 

intensity [26]. The downy Mildew could be observed by keeping track of the temperature, which could help 

discriminate between a healthy leaf and an infected leaf [27]. In order to capture images, the digital camera's 

optical axis was positioned perpendicular to the leaf plane. The dataset collection was done using images 

collected on a white backdrop for leaf segmentation to discriminate between the afflicted and healthy sections [2]. 

We have also collected some random images where no white background is used. Those images are used for only 

testing purposes. Fig. (1) demonstrates different grades of cucumber leaves in a generalized way. 

 

Figure 1: Dataset of various grades of affected cucumber leaves. 

2.2. Symptoms of Downy Mildew 

Downy mildew, caused by Pseudoperonospora cubensis, is a severe disease of cucumbers. The disease can 

spread quickly, resulting in a severe loss of fruit quality and output. After defoliation, a reduced photosynthetic 

area due to infection results in stunted plants, poorer yields, and sunburnt fruit. Small chlorotic patches on the 

upper leaf surface are the first symptoms that usually appear on the older crown leaves. The pathogen is an 

obligatory parasite that requires living cucurbit plants to develop and thrive. Windblown sporangia can move up to 

600 kilometres in 48 hours on air currents. 
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2.3. Image Acquisition 

All leaf images were collected from various farmers’ fields in a controlled and uncontrolled environment. The 

images are captured by mobile phones, DSLRs, and any image-capturing device that supports RGB format images. 

A white background was used to fix behind the leaf image of the cucumber for a controlled environment. The 

distance between the image-capturing device and the interesting leaf could be an acceptable, arbitrary range 

where the disease section of a leaf could be visible, ideally. 

2.4. Deep Learning Approach 

A deep learning approach is used to gather the information from an image and classify the image as 

supervised learning according to the collected data. In this paper, a deep learning algorithm is used to recognize 

the grade of the downy mildew, which could prepare an automated disease recognition system. However, a large 

dataset is required for training a deep learning model [28]. However, a large dataset is not available or hard to 

collect to recognize the downy mildew disease in cucumbers. Nowadays, a CNN-based transfer learning classifier 

can train well in smaller datasets [29]. Transfer learning is a pre-trained model that can be reused after omitting its 

previous weights. Various transfer learning-based models were applied in this paper to recognize the downy 

mildew disease, such as Inception V3 [30], Resnet152V2 [31], VGG 16 [32], and VGG 19 [32]. The results achieved 

by those models were unacceptable due to overfitting issues for our dataset. When a large gap between a model's 

training accuracy and validation accuracy is achieved after training the model, then the model will be defined as 

overfitting. Due to this issue, we could not receive the actual result of the model. This paper introduces a novel 

network model, which is the extended version of transfer learning models, to recognize the grade of the downy 

mildew disease in cucumbers. Our proposed model could avoid the overfitting issue of identifying the grade of the 

downy mildew in cucumber. The architecture of our proposed model is depicted in Fig. (2). 

 

Figure 2: The architecture of our proposed model. 

Resnet152V2 consists of various convolution layers, max pooling, and batch normalization parameters to learn 

from the input images. Convolution layers extract features, and max pooling focuses on the maximum attractive 

region of extracted features. Many extracted information can create problems for models in the learning phase. 

So, the batch normalization technique has been used to normalize the network's learning process. Batch 

normalization is used to stabilize the learning process of the model. Our extension model consisted of a global 

average pooling layer and various dense layers with rectified linear unit activation functions. Global average 

pooling converts the model into a fully connected model or one-dimensional matrix. Moreover, Softmax activation 

was used on the output layer to find the maximum output probability from every production possibility. If the 

production of the global average pooling layer will be a1, then the model can be mathematically expressed as: 
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z1 = ∑ 𝐰𝒊
𝟏𝟎𝟐𝟒
𝒊=𝟏 𝒙𝒊 + 𝒃𝒊 [x = a1, w = weights, b= bias]  (7) 

a2 = max (0, z1)  (8) 

z2 = ∑ 𝐰𝒋
𝟓𝟏𝟐
𝒋=𝟏 𝒙𝒋 + 𝒃𝒋 [x = a2, w = weights, b = bias]  (9) 

a3 = max (0, z2)  (10) 

z3 = ∑ 𝐰𝐤
𝟏𝟎𝟐𝟒
𝒌=𝟏 𝒙𝒌 + 𝒃𝒌 [x = a3, w = weights, b = bias]  (11) 

a4 = max (0, z3)……….  (12) 

z4 = ∑ 𝐰𝐥
𝟐𝟎𝟒𝟖
𝒍=𝟏 𝒙𝒍 + 𝒃𝒍 [x = a4, w = weights, b = bias]  (12) 

a5 = max (0, z4)  (13) 

z5 = ∑ 𝐰𝒎
𝟏𝟎𝟐𝟒
𝒎=𝟏 𝒙𝒎 + 𝒃𝒎 [x = a5, w = weights, b = bias]  (14) 

a6 = max (0, z5)  (15) 

z6= ∑ 𝐰𝐧
𝟐𝟎𝟒𝟖
𝒏=𝟏 𝒙𝒏 + 𝒃𝒏 [x = a6, w = weights, b = bias]  (16) 

a7 = max (0, z6)  (17) 

z7 = ∑ 𝐰𝐩
𝟏𝟎𝟐𝟒
𝒑=𝟏 𝒙𝒑 + 𝒃𝒑 [x = a7, w = weights, b = bias]  (18) 

a8 = max (0, z7)  (19) 

z8 = ∑ 𝐰𝒒
𝟐𝟓𝟔
𝒒=𝟏 𝒙𝒒 + 𝒃𝒒 [x = a8, w = weights, b = bias]  (20) 

a9 = max (0, z8)  (21) 

z9 = ∑ 𝐰𝐫
𝟏𝟐𝟖
𝒓=𝟏 𝒙𝒓 + 𝒃𝒓 [x = a9, w = weights, b = bias]  (22) 

a10 = max (0, z9)  (23) 

z10 = ∑ 𝐰𝐭
𝟕
𝒕=𝟏 𝒙𝒕 + 𝒃𝒕 [x = a10, w = weights, b = bias]  (24) 

Output = 
𝒆𝒛𝟏𝟎

𝒔𝒖𝒎 (𝒆𝒛𝟏𝟎)
   (25) 

From equation (25), we will receive seven different values in the range between 0 and 1. The maximum value of 

probability will be the output of the model. Our proposed net-work-based model is recognized as a more precise 

and stable model than traditional transfer learning models.  

2.5. Downy Mildew Management 

In this paper, we have proposed a downy mildew management advisory system for cucumbers. The 

management system is developed with the knowledge of plant pathologists. So, with the help of the automated 

digital system for detecting the grade of an affected leaf, a solution will be generated to manage the disease. In 

this way, we could avoid a considerable vegetable loss in India. Pesticide spray can control the disease, but the 

amount of spray and mixture of various chemicals should be determined. Downy mildew is often controlled using 

kresoxim-methyl and azoxy-strobin in cucumber-growing regions [33]. However, the mixture of water with 

Mancozeb (2 gm per litre) or Zineb (2 gm per litre) or Sulfex (2 gm per litre) or Bavistin (1 gm per litre) or Calixin (1 

ml per litre) or Karathane (1/5-1 ml per litre) or Ridomil (2 gm per litre) will be the best for controlling the disease 

in cucumber. The amounts of fungicide depend on the quantity of water for spraying on the field. The lower side 

of the leaf should be more focused during the spray. It will be best if a sticker (wetting agent) is added to the 

spraying solution so that spray droplets remain attached to the leaves. The management of the disease leads to 
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develop an automated system for downy mildew identification and management. The proposed architecture of 

the automated system is depicted on Fig. (3). 

 

Figure 3: Architecture of our proposed automated system for downy mildew management. 

3. Experimental Results 

3.1. Transfer Learning Analysis 

The transfer learning algorithm is a deep learning algorithm previously trained on a large dataset of various 

classes. We can use the architecture of transfer learning that may provide a good result for any dataset. In this 

scenario, all RGB images had been divided into 80% training and 20% validation for the analysis. It is analysed by 

four transfer learning models such as inception v3, resnet152v2, vgg 16, vgg19. It is observed that the obtained 

result is not satisfactory due to its overfitting issue. Overfitting is a complication for deep learning models that 

may predict the wrong classification. So, overfitting issue should be omitted from the model. The obtained result 

from various transfer learning models is demonstrated in Table 1. Generally, the more significant difference 

between training and validation accuracy reveals the overfitting problem. 

Table 1: Transfer learning result. 

Transfer Learning Model Training Accuracy (%) Validation Accuracy (%) 

Inception V3 77.50 65.00 

Resnet152V2 82.77 68.33 

VGG 16 60.48 50.83 

VGG 19 56.89 49.17 

 

3.2. Proposed Model Analysis 

In our research, the transfer learning model causes an overfitting issue. We should propose a model that does 

not consist of overfitting and under fitting problems. So, we offered a novel neural network applied to every 

transfer learning model as an extended version of transfer learning to overcome the issue. The achieved result of 

our proposed model is depicted in Table 2. It is noticed that the achieved result is quite different compared with 

Table 1. It can be said our proposed network-based transfer learning model is more efficient in recognizing the 

gradation of the disease. 
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Table 2: The performance analysis of our proposed model. 

Model Name Training Accuracy (%) Validation Accuracy (%) 

Inception V3 + Our Model 87.12 77.83 

Resnet152V2 + Our Model 94.82 84.15 

Vgg 16 + Our Model 76.89 66.33 

Vgg 19 + Our Model 70.05 62.50 

 

The resent 152v2 model with our novel network can provide the best accuracy for disease management 

grading analysis. The performance of our approach model is demonstrated in Fig. (4). 

 

Figure 4: Performance of our approached model. 

We have also analyzed our model with the confusion matrix observation. A confusion matrix is generally used 

to measure the percentage of total observations obtained by a model. It confused the model at the time of 

prediction, where the matrix row focused on the actual class, and the matrix column denoted the predicted class 

of the dataset. There are two types of confusion matrix: a normalized confusion matrix and another without a 

normalized confusion matrix. The normalized confusion matrix defined each class as 100%, representing 1.00. It 

helps us find the percentage of predicted class compared to the actual class. We can see the actual classification 

accuracy regarding each class using the technique. A normalized confusion matrix is depicted in Fig. (5). 

.  

Figure 5: Confusion matrix with normalization. 



Das et al. Global Journal of Agricultural Innovation, Research & Development, 12, 2025 

 

34 

Without normalizing the confusion matrix helps us to find the actual number of predictions of the class label 

concerning the true label of each class. It helps to find the number of observations present for each class and the 

proper prediction of each class. This technique can help observe the actual number of errors in each class. The 

figure of the without normalize confusion matrix is depicted in Fig. (6). 

 

Figure 6: Confusion matrix without normalization. 

This model also evaluated various performance analyses such as precision, Recall, and F1 score. Precision can 

be defined as the ratio of accurate images concerning the total images. Precision can be mathematically derived 

as TP/ (TP+FP). Recall is derived as the ratio of the total number of images classified by the model for one class to 

the total number of images of that class. The mathematical expression of Recall is TP/ (TP+FN). The F1 score 

defines the harmonic mean of precision and Recall. The mathematical expression of the F1 score is 2* ((precision 

* recall) / (precision + recall)), where TP, FP, TN and FN denote true positive, false positive, true negative, and false 

negative, respectively. The performance analysis of precision, recall, and F1 scores is demonstrated in Table 3. 

Table 3: Performance analysis of our proposed model. 

Grade Precision Recall F1-Score 

0 1.00 0.90 0.95 

1 0.86 0.90 0.88 

2 0.75 0.83 0.79 

3 0.75 0.83 0.79 

4 0.77 0.71 0.74 

5 0.87 0.72 0.79 

9 0.95 0.95 0.95 

 

Table 3 can able to express the accuracy of the model and performances of each class by the model. 

Table 4 presents an evaluation of the ANOVA test, which assesses the efficacy of the Resnet152V2 + Our Model 

framework in comparison to alternative approaches in the study. The table summarizes variance components for 

Treatment and Residual, including sum of squares (SS), degrees of freedom (DF), mean squares (MS), F-statistic, 

and p-values.  
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Table 4: The analysis of ANOVA test for evaluating the proposed framework.  

Source SS DF MS F p-Value 

Treatment (Between)  0.03622  3  0.012073  26.104505  2E-6 

Residual (Within)  0.00740  16  0.000463   

Total  0.04362  19    

 

The Treatment component represents the variance of the techniques, with a sum of squares (SS) of 0.03622 in 

3 degrees of freedom (DF). This determines the mean square (MS) of 0.012073. For this margin, the appropriate F-

statistic is 26.104505. The p-value for the Treatment element is 2E-6, indicating that it is statistically significant and 

emphasizing the differences between competing techniques and the proposed framework. The Residual portion, 

which is regarded as residual variance within the data, has an SS of 0.00740 with 16 DF, resulting in an MS of 

0.000463. 

4. Discussion 

People can use the proposed system to reduce the time and cost of agricultural disease management. The 

disease management system can also develop an automation system to maintain a huge field. There will be less 

chance of detecting the wrong gradation of the disease. Various plant pathologists also analyzed the results 

provided by our system to generalize the system. The analyzed images are captured in an uncontrolled 

environment, which can be defined as a leaf image without a white background. The analysis result is 

demonstrated in Table 5. 

Table 5: Comparative analysis of plant pathologist and proposed model. 

Image Id Plant 

Pathologist 1 

Plant 

Pathologist 2 

Plant 

Pathologist 3 

Plant 

Pathologist 4 

Plant 

Pathologist 5 

Proposed Model 

Prediction 

4689.jpg 1 2 1 2 2 2 

7890.jpg 0 0 0 1 0 0 

3049.jpg 3 4 2 3 3 3 

8900.jpg 4 4 4 5 4 4 

5789.jpg 3 2 2 3 2 3 

3410.jpg 9 9 9 9 9 9 

6549.jpg 4 3 4 4 5 4 

 

It is observed from Table 7 that the proposed system can able to provide more accurate and precise results 

than the decision regarding plant pathologists. We tested on 300 images that were captured in an uncontrolled 

environment. It was observed that our model predicts accurate grades in 270 appearances, whereas no plant 

pathologist can expect more than 207 samples. The maximum number of voting by plant pathologists’ gradation 

selected as an accurate status for each in-stance. A decision-making system is also introduced after recognizing 

the grade of the disease. The advisory management system is demonstrated in Table 6. 

Sampling should start to predict the disease between grades 0 and 1. At least 10 -20 leaves will be picked 

randomly from the field to get a solution. Sampling can be defined as the leaf's RGB image to be used to predict 

disease grade. Follow the advisories of the above Table 6 after the grade is predicted. Spray under the normal 

condition at 7-10 days intervals from the beginning of crop development till flowering and fruiting without any 

prediction. 
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Table 6: Solutions after gradation by the system. 

Grade Sampling by the Growers Solution based on Prediction System 

0 After system evaluation, if grade 0 No diseaseand check for next sampling (say after 4-7 days) 

1 After system evaluation if grade 1 Immediate spray and second spray after 5-7 days 

2 After system evaluation if grade 2 Immediate spray and continue for 3 days 

3 After system evaluation if grade 3 Immediate spray and continue for 5-7 days 

4 After system evaluation if grade 4 Immediate spray and continue till flowering every 5-7 days 

5 After system evaluation if grade 5 Collect all crops from the plants 

9 After system evaluation if grade 9 Out of shape for vegetation 

 

4.1. Performance Comparison 

Our proposed technology is compared with other published technologies in terms of accuracy and method of 

different technologies. Table 7 describes the comparison result. 

Table 7: Performance comparison table. 

Object Methodology Result 

Fruits [34] K-means Clustering Normal 84.65% and affected 76.6% 

Vegetables [34] ANN 84.11% 

Maize Leaf [35] Fuzzy Logic Healthy: 45.21% Diseased: 54.79% 

Cucumber Leaf [36] Image Processing and ANN 80.46% 

Cucumber Leaf (This Paper) Our Proposed Model using Deep Learning 84.15% 

 

5. Conclusions 

This paper introduces a deep learning based downy mildew disease assessment framework to detect the 

disease. The pixel distribution of downy mildew disease is complex due to its non-linear relationship. To deal with 

this issue, a fine-tuned optimized DL model is evaluated to extract spatial features from field-level images. It is 

observed that transfer learning models cannot extract features, avoiding overfitting problems. Since the optimized 

DL model is proposed that achieves a training accuracy of 94.82% and a success rate of 84.15% on previously 

unseen data by the model. This high performance makes it clear that deep learning models are well-suited for 

automated downy mildew disease identification and diagnosis using simple image analysis. The model enables its 

incorporation into mobile applications for usage on portable electronics. Farmers, agronomists, drones, and other 

autonomous agricultural vehicles may utilize these tools to monitor and identify disease in huge open-field 

cropping systems. The automated disease detection system would have to validate the creation of an automated 

pesticide prescription system before the farmer could buy the right pesticides. It could be a future possibility in 

the former case in particular, aside from the fact that a farmer in a remote location could have an incoming 

warning about a potential threat during cultivation, and an agronomist could have a useful advisory tool. The 

system is valuable due to its favourable results in various uncontrolled environments.  
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